Dai et al. [1] classified graph adversarial defense algorithms into adversarial training, provable robustness, and graph purification.

The main idea of adversarial training is to inject adversarial samples into training set so that the trained model can correctly classify future adversarial samples. Xu et al. [2] explored adversarial training on GNNs for the first time. Deng et al. [3] and Feng et al. [4] applied virtual graph adversarial training to further promote the smoothness of model predictions on labeled and unlabeled nodes.

The main idea of provable robustness is to know how worst-case adversarial at-tacks affect the model and maximizes the worst-case margin directly during training to encourage the model to learn more robust weights. Zügner et al. [5] ﬁrst studied the provable robustness to perturbations of node features. Zügner et al. [6] also proposed a branch-and-bound algorithm that can obtain a tight bound on the global optimum for topology attack demonstration. A stochastic smoothing technique was applied in Wang et al. [7] to provide provable guarantees for any GNN.

The main idea of graph purification is that, first, we denoise the graph with heuristics for graph-intrinsic properties or attack behavior; then, we can train the GNN model on the denoised graph to give correct predictions that are not affected by the poisoned attacker. Wu et al. [8] proposed GCNJaccard to resist adversarial attacks by eliminating edges connecting nodes with low Jaccard similarity. Entezari et al. [9] used a low-rank approximation of the truncated SVD to denoise the graph based on the observation of high-rank attacks to resist poisoning attacks. Jin et al. [10] proposed to learn a clean adjacency matrix with low rank, sparse, and smooth features.
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